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Abstract. Creativity is an ability that is crucial in nowadays societies.
It is, therefore, important to develop activities that stimulate creativ-
ity at a very young age. It seems, however, that there is a lack of tools
to support these activities. In this paper, we introduce Cubus, a tool
that uses autonomous synthetic characters to stimulate idea generation
in groups of children during a storytelling activity. With Cubus, children
can invent a story and use the stop-motion technique to record a movie
depicting it. In this paper, we explain Cubus’ system design and architec-
ture and present the evaluation of Cubus’ impact in a creative task. This
evaluation investigated idea generation in groups of children during their
creative process of storytelling. Results showed that the autonomous be-
haviors of Cubus’ virtual agents contributed to the generation of more
ideas in children, a key dimension of creativity.

Keywords: autonomous virtual agents, child-agent interaction, creativ-
ity support tool, group creativity with children, creative storytelling

1 Introduction

The role of creativity is paramount in our current day societies. Creativity con-
tributes in a major way to both our professional and personal growth. It is,
therefore, important to encourage the growth of this ability from a very young
age [1]. Although many schools already feature storytelling activities which help
promote the children’s creative thinking [2], these activities are cumbersome
for teachers to prepare and manage, with scarce tools existing to support these
activities [3].

With this work, we propose to enhance children’s creativity, by focusing on
the stimulation of idea generation during their creative process. As identified



by Torrance [4], idea generation (also denominated by fluency) is one of the
primary aspects of the creative process. Inspired in literature regarding this
aspect of creativity we designed a system and activity that explored techniques
to improve idea generation using agents’ autonomous behaviors. Our system,
Cubus, emerges as a virtual environment that allows groups of children to engage
in creative storytelling while interacting with autonomous synthetic characters
that are part of Cubus. As a design guideline we adopted the Concrete Stimuli
technique (which suggests using physical things to provide stimuli during creative
sessions) [5]. In our particular application, we expect to use our agents’ behaviors
to produce these stimuli. Additionally, we believe that it is important to conduct
our study in a social setting as most of our interactions and problem solving
have a social component. This focus should help children learn how to better
express and represent their knowledge and ideas. To this end, while designing
our activity we intended to leverage the Group Interaction technique, in which
ideas verbalized by one member of a group can prompt other members to suggest
more ideas [5].

Three dimensions were taken into account for the evaluation of how Cubus
enhances creativity: creative process, creative product, and impact on the partic-
ipants’ creative idea generation (fluency). This paper focuses on the analysis of
the creative process. Our evaluation study was planned to test the hypothesis
that the inclusion of the characters’ autonomous behaviors would increase idea
generation in groups of children during the creative process of storytelling.

1.1 Creativity

Creativity is a concept that has no consensual definition, but there is an overall
agreement that creativity can be defined as the “interaction among aptitude,
process, and environment by which an individual or group produces a percep-
tible product that is both novel and useful as defined within a social context”
[6]. This work is framed within the research area of computational creativity.
Before starting the development of the Cubus system it was crucial to study
and understand the different ways that tend to contribute to a creative process.
Torrance [4], cites four fundamental creative abilities in the creative process:
fluency, flexibility, originality and elaboration. With this work, we focus only on
stimulating fluency, the number of ideas generated during a creative process.
Not only we want to stimulate fluency during the creative process, as we are
interested in improving this creative ability within a group and as a result in a
social context. Henceforth, creativity deviates from emerging from an individual
creative process, to become an ability that is stimulated in a distributed way
within a group [7,8]. During the unscripted collaborative efforts that emerge
during the creative process, improvisation is key as it involves creating different
ideas as well as adapting to concepts introduced by others and building upon
them [9]. In our study, we used Cubus to stimulate fluency in groups of children
during storytelling.



Creativity Support Tools: Our work contributes towards the enhancement
of creativity with the aid of computers, defined as the field of Creativity Support
Tools (CSTs) [10]. We took inspiration from works such as Dr. Inventor [11] and
a work that uses a physical agent to aid children in creative storytelling [12].

1.2 Human-Agent Interaction

Cubus system includes synthetic characters and their design inspiration includes
previous work in the area of Human-Agent Interaction (HAI). Given that our
characters are non-humanoid, we faced several challenges in designing their emo-
tional expressive behaviors. To address emotional expression when designing
characters with a restrictive appearance, we followed an extensive survey carried
out by Bethel and Murphy [13] in which different means of expression are sug-
gested, such as movement [14, 15|, color [15,16], sound and proxemics [17]. We
incorporated several of these means and guidelines while designing how our syn-
thetic characters should interact with the user and with each other to increase
their chances of expressing themselves successfully.

Cubus offers a similarly structured environment as presented in the Oz Project,
designed for the creation and presentation of dramas in a virtual setting [18].
Cubus uses non-humanoid characters to allow children’s imagination to direct
the characters’ narratives freely. The use of simple shapes as been shown to allow
the creation of rich narratives in similar contexts [19].

In the study of creativity, motivation is one of the foundations for a suc-
cessful creative experience [20], as such we will use agents to motivate users in
their task [21]. Additionally, the use of a synthetic character does not hinder
communication and is able to enhance discussion in a collaborative task with
pairs of children [22], reinforcing our motivation to include synthetic characters
in our scenario. These prior findings were taken into account when planning our
study.

2 Cubus System

Our work features a virtual environment which contains a small set of world
building tools and synthetic characters (Figure 1). The system was tailored to
fit the target audience of children between the ages of 7 and 9 years old. Our main
concern during the development of Cubus was to keep it accessible for children
and open-ended to leave space for creation, allowing the creative storytelling
process to unfold. Cubus can be divided into two primary components:

— Synthetic characters: Our characters will be featured in the children’s
story as their actors;

— Virtual environment: The environment is responsible for supporting the
world building features and recording the story that children create.

The development of this work was carried out with the Unity™ game engine
(version 5.3.5f1) and our testing environment consists in a Samsung™ Galaxy
Tab Pro 10.1 tablet through the use of its touch interface (Android™ 5.1.1).



Fig. 1. Virtual environment.

2.1 Synthetic Characters

The synthetic characters were designed to be non-humanoid and rely on the
emergent interaction between them for emotional expression. Using this interac-
tion among the characters toward stimulating creativity is the most innovative
part of this work. For brevity, “synthetic characters” will be addressed as “agents”
for the remainder of this paper.

Agents’ Implementation: FEach agent corresponds to one of five specific
emotions (anger, happiness, fear, sadness, disgust), displaying behaviors au-
tonomously that are consistent with that emotion [14]|. There is no limit to
how many agents of a given emotion can be present in our environment at a
given time. To add more depth to the agents’ emotional displays, two types of
behaviors were created for each emotion: a standard behavior and an intense
behavior, the latter being perceived as a stronger display of the given emotion.
Additionally, each agent has two drives: one that triggers standard behavior
and another that triggers intense behavior. These drives vary between 0 and 90.
The standard drive starts at a random value between 0 and 35 and increases
with the passing of time (1l-second intervals). When this drive reaches 90, it
triggers the standard behavior and resets its value to 0. Additionally, this timed
increase “step" is affected by a multiplier, within the range of 1 to 1.5 for the
standard drive and 1 to 1.3 for the intense drive. These multipliers are set ran-
domly within these ranges at the moment of the agent’s creation. Both elements
of randomness introduce diversity to the different agents’ behaviors, reducing
their predictability and making their interaction appear more natural. The same
drive also increases when other agents display any behavior within a certain ra-
dius of the agent. The intense drive starts at 0 and only increases with time
until 65, after this point only increases when stimuli from other agents’ behav-
iors (which share the same emotion) are received. When this drive reaches 90 the
corresponding behavior is triggered and both drives are reset. It should be noted
that while a behavior is occurring, no stimulus is received from other agents.



Fig. 2. Proxemic distances that weight agents’ interaction.

These agents’ interact with each other by broadcasting stimuli to the sur-
rounding agents when they display a behavior. The intensity of these stimuli
differs taking into account the distance at which the other agents are (closer
agents provide stronger stimuli). These distances are fixed for every agent and
divided into three intervals as evidenced in Figure 2. The contributions from
the stimuli vary from 25 to 45 when contributing toward the standard drive
and between 35 and 60 for the intense drive. With the combination of these
mechanisms, we empowered children to create unique scenes in their story that
emerged from the actors they choose, as well as how they place them.

Appearance: We have chosen a neutral appearance for the agents’ design to
provide the possibility for children to project any desired character. To this end,
the geometric shape of a cube was selected, inspired by LEGO™  bricks. Since
emotions seem to enhance creativity in video games [23] it was important to es-
tablish which emotions we were attempting to represent. We considered Ekman’s
[24] model of six emotions to be appropriate for our context, omitting surprise
emotion given that there is no consensus regarding its inclusion as an emotion.

Expression: We focused on two primary means of communication for the
agents: color and body movements/posturing. To combine these features appro-
priately and make them be perceived as natural during the agents’ animations,
we studied DisneyT™™’s twelve principles of animation [25]. These principles ad-
dress the human need for more pronounced cues in order to correctly perceive ac-
tions or displays of affection by synthetic characters. The most relevant principles
in our design were: squash and stretch, anticipation, follow-through, and staging.

Color: In order to create an identity for our emotions, some emotion-color as-
sociations were selected, the inspiration for these was drawn from Disney™’s
movie Inside Out. Ekman was one of the scientific consultants for this movie
and the emotions present in the movie feature one predominant color. As such,
we considered that the unique colors associated with each emotion would create



Fig. 3. Happiness emotion’s spinning jump (key frames).

distinguishable agents. Additionally, in an effort to direct the users’ attention to
the agents’ behaviors we added a blinking effect triggered in the beginning of
the agents’ behaviors. This blinking remains within the hue of each agent’s base
color and depending on the valence of its emotion the blink varies, being brighter
when the valence is positive (e.g., happiness) or darker for a negative valence
(e.g., anger). This blinking effect also varies according to the arousal of each
emotion, e.g., happy and angry emotions have a high arousal. Thus, the blinking
will have a higher frequency than, for instance, when sadness is being displayed.
These blinking frequencies were tuned to ensure they were distinguishable and
represented the different arousals levels.

Body Movement and Posture: In addition to detailed animation principles, we
explored character deformation in our animations to create simple but organic
movements for the agents. This step toward deformable characters enabled a
more appropriate representation of simple actions (i.e., jumps, nods, squats, etc).
Some of the aforementioned animation principles, such as squash and stretch or
follow-through, helped convey the physical impact actions have on a character’s
body as seen in Figure 3. To convey our particular set of emotions through ani-
mation, we considered Wallbott’s [14] work, which summarizes some of Darwin’s
observations regarding movement and posture in emotional expression. These ob-
servations provided insight to create the desired set of emotions for our agents,
as well as for their arousal state. For example, stretching the body and mim-
icking an inflated chest while leaning forward conveys anger, while squashing
and tilting down while staying motionless conveys sadness. When combined and
properly timed, these cues produced the final version of our animations for the
agent’s expression. In an effort to increase our agents’ expressiveness, two anima-
tions were designed for each emotion. Each agent exhibits two different intensity
levels for every emotion: standard and intense. This allows the agent to express
the heightened emotional intensity of agents interacting with the same emotion.

2.2 Interactive Virtual Environment

The virtual environment sustains both the interaction between children and our
agents, as well as the children’s storytelling process (Figure 1). This environment
allows the recording of the children’s story, managing and directing the agents
and customizing virtual scenarios. For the design of the system, we followed a



modular approach with four major components: screen recorder, world building
tool set, agents, and user interface (UI) manager. The screen recorder module
is responsible for the capture of objects within the scene that are 3D, while ex-
cluding any screen overlays or Ul elements. The world building tools control and
carry out children’s inputs when managing their scenes. This ranges from chang-
ing the scenario to creating and deleting agents. An Ul manager module serves as
the interface between the children’s inputs and both the agents and the tool set.

Stop-motion: To allow the recording of the stop-motion story, children can
perform screen captures when creating scenes to feature in their movie. These
screen captures omit the application’s Ul elements and record only the actors
and scenario. The images resulting from the screen captures are stored within
the device and, at a later stage, imported into an application that supports
the creation of a stop-motion movie. Two features were added to help children
understand how to use the system: an effect mimicking a camera flash each time
a screen capture is performed, helping reaffirm the action; and an overlay with
small opacity covering the entire screen of the previous screen capture (visible
in Figure 1). This last feature was useful, as some children showed difficulties
recalling their last recorded moment in the story when they e.g., changed the
story scene. It is also possible to create intertitle screens (as seen in silent movies).
These allow children to record a screen with a written message, enabling them
to explore and explain more drastic changes within their story.

World: The virtual environment gives children enough degrees of customiza-
tion to personalize the story. Several scenarios are available in our environment,
these are very distinguishable from each other and allow for different uses. Their
topologies are quite different (e.g., curvilinear, rectilinear or with sharp angles),
while still being very much open to interpretation. To point out an example,
our “spiky" scenario was seen as pine trees, mountains or traps by children. To
provide children more creative freedom, a color selection screen was added, en-
abling children to select a color for the scenario and another for the skybox that
envelops it.

Interacting with the actors: The building tools allow children to create and
manage their actors. To this end, children are able to select which type of agent
(or actor) they wish to feature in their story. Additionally, children can access
a list of all their actors, through which they can hide or reveal actors or delete
them. The ability to toggle an actor’s visibility is useful for actors that aren’t
in every scene of the story, allowing children the creative freedom to experiment
with more complex storytelling narratives. To control the actors, children can
perform dragging (press on the agent with their finger and drag it from one point
to another) and rotation movements (press on the agent with one finger to select
it and use another finger to slide up or down, to rotate forward or backward)
of their actors. These movements allow children to represent characters walking
around or facing an important object or character in any given scene.



3 Evaluation study

This section presents the evaluation study performed to investigate Cubus’ po-
tential to stimulate idea generation. Two other studies were carried out during
the development of Cubus: a co-design study, to guide and validate our de-
sign, and a usability test, to validate the functionalities and workflow offered
by Cubus. Both studies are covered elsewhere. For the creativity evaluation and
prior to children’s participation, parents signed an informed consent which stated
their willingness in letting their child perform the study, and each child provided,
verbally, their assent to participate. This study was performed in a school set-
ting to investigate whether Cubus with the inclusion of autonomous behavior
in the characters’ can stimulate fluency of ideas in children while performing a
storytelling task. To study this, we have analyzed the fluency of ideas (number
of ideas generated) by comparing two experimental conditions:

— Autonomous condition: in which children interacted with the autonomous
version of the agents;

— Non autonomous condition: in which children interacted with the same
agents whose behavior they control directly. Additionally, children can select
one of three sizes for each agent (small, medium or large).

We hypothesize that children will have higher fluency in the autonomous condi-
tion when compared to the non-autonomous one.

Sample: 20 children participated in the evaluation of Cubus, with ages ranging
from 7-9 years old (M = 8.10, SD = 0.72, 14 female). Our sample was split
evenly between conditions with 10 children featured in each condition. Children
performed the task in pairs, henceforth, each session consisted of two children
interacting with Cubus with a total number of 10 sessions. The pairs of children
were organized by their school teacher who selected children that were friends
and that played well together. Each session lasted approximately 1h and was
lead by two researchers: one researcher with a computer science background and
with knowledge on the specifics of Cubus, and a psychologist.

Procedure: Pairs of children entered the designated classroom in which the
study would be performed. The flow of the study can be divided into four stages:

1. Saying hello. The initial phase consisted of the presentation of each child
and of each researcher in order to get to know each other. During this phase,
the leading researcher explained that the goal of the activity was to create a
stop-motion movie using Cubus. As most children were not familiarized with
stop-motion animation, this notion was explained to them. To do this, the
researcher used Cubus to provide a basic example of an agent walking from
one side to the other in the virtual environment while performing screen
captures of each frame, and then showed the end product of the movie. As
children got engaged with the notion of stop-motion, they were motivated to



Fig. 4. Children interacting with Cubus system.

try it by themselves using Cubus. This enabled the explanation of the basic
features of Cubus and at the end of this stage, children were familiar with
the system and ready to start their own movie;

2. Hands on Cubus. The researcher explained to the pair of children that their
movie had to follow a theme (i.e., their story needed to start with someone
dreaming and to end with someone waking up). For all sessions, Cubus was
set to the following mode: a clear Cubus world with a white color as a
metaphor for a white paper sheet. Children started to create their story
collaboratively (actors, actions, scenarios, and plot) (see Figure 4) and the
role of the researchers was to support their questions regarding any dynamics
with respect to using Cubus, or to keep the storytelling flow and rhythm
going by asking questions such as, “what’s your actor going to do now?” or
“what happens next?”. Children had no knowledge about the behavior and
color associations of the agents’ emotions. This stage continued until the pair
of children finished their story using the stop-motion technique;

3. Narration. After having completed their stop-motion movie, children per-
formed the voice narration for their story. The voice narration of the movie
consisted of children speaking (either as narrators, actors, or even making a
soundtrack) to a voice recorder while watching their movie play. As children
did not have a written script, they were able to train the narration several
times until they felt comfortable. It is important to note that although each
narration was grounded on the main story plot defined by children, each nar-
ration was different and tied with the improvisation between children about
what was happening in the movie. This stage ended when the stop-motion
movie had a narration;

4. Saying goodbye. The last stage of this study consisted of watching together
with children their movie and congratulating them on their accomplishment.

Data analysis: To study if the presence of autonomous agents during a sto-
rytelling task increased the fluency of ideas (i.e., number of ideas generated)



by children, we performed behavior video analysis of the recorded sessions (10
sessions in total). The video analysis was focused only on the Hands on Cubus
phase, described in the Procedure. Therefore, the behavior analysis concerned
only the process of the stop-motion movie creation. The main goal of the behav-
ioral analysis was to analyze the fluency of ideas of children during the creative
process of creating the stop-motion movie while interacting with Cubus in each
experimental condition. To this end, a coding scheme for fluency of ideas was
generated in order to perform the behavioral analysis, and is described below:

— Idea - The first step was to define what an actual idea was in the context of
the storytelling activity, to differentiate it from the rest of the interaction.
Therefore, an idea was defined as a verbal interaction between children that
has the potential to add a detail to the story that is being created. Ideas can
appear in duplicate and are still considered ideas even if children decide not
to use them in the final story. In this context, an idea can be a verbal detail
related to the actors, actions, scenario, or other, if related to the story that
is being created. An interaction that concerns technical details of how to
manage Cubus was not considered an idea, e.g., when a participant asked
“how can I add another actor?”.

The next step was to differentiate between the types of ideas that were gen-
erated. This type of coding is dependent on the content of the ideas and can be
divided into two different types of ideas, described below:

— Idea-agents - An idea that derives from the interaction with the agents
needs to be related with the agents’ characteristics, such as color, size,
and/or behavior. For example, if a participant states that an agent “became
bigger”, it does not count as an idea. Whereas if a participant says that “[the
agent| has become bigger to scare someone”, is considered an idea derived
from the interaction with the agent;

— Idea-children - In this category belongs any idea that derives from the
imagination of the participants and that connects with the story (and that is
not related to the agents). Examples can be the choice of a shape for a given
scenario (e.g., a spikier world) or the colors of the scenario.

Video analysis was performed using ELAN software [26] and conducted by
two researchers. One researcher coded 100% of the data and the second researcher
coded 40% (selected randomly) [27]. Since one of the variables was a constant, the
Percent Agreement Method [28] was used to calculate the inter-judges agreement
for the coding of “Ideas”, revealing an agreement of 87%. Cohen’s Kappa [29]
was used to calculate the inter-judges agreement for “Ideas-agents” and “Ideas-
children”; revealing an agreement of K = 0.947 and K = 0.932, respectively.

Results: The results of this study include the analysis of the number of ideas-
agents (ideas generated by children resulting from the interaction with the
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NUmber of ideias generated

Autonomous condition Non autonomous condition

Fig.5. Mean ranks of the ideas generated (fluency) by children, resulting from the
interaction with the agents. (*) denotes p<0.01.

agents) and ideas-children (ideas generated by children connected only with the
story and not dependent on the interaction with the agents). Given the small size
of the sample, non-parametric tests were used to analyze the data. Therefore,
to analyze the ideas-agents, a Mann-Whitney U test was used revealing that
the number of ideas that emerged from the interaction between the participants
and the agents differed statistically across conditions, U = 15, p = .007, r =
0.60. By analyzing the mean ranks it can be seen that the number of ideas gen-
erated was higher when participants interacted with autonomous agents (Mean
rank = 14.00) compared to the non autonomous agents (Mean rank = 7.00)
(see Figure 5). Additionally, we have calculated the difference for the number of
ideas-children between conditions. A Mann-Whitney U test showed that the
number of ideas generated by children that are connected with the story and that
were not dependent upon the interaction with the agents does not statistically
differ across conditions, U = 38, p = 0.364, r = 0.20. Despite the non-significant
result, the number of ideas generated was higher in the autonomous condition
(Mean rank = 11.70) in comparison with the non-autonomous condition (Mean
rank = 9.30). Overall, results suggest that the number of ideas generated by
participants differs statistically between conditions when looking at the num-
ber of ideas generated by children when interacting with the agents. This result
corroborates our study hypothesis, showing that children are able to generate
more ideas when interacting with an autonomous agents compared to a non
autonomous one.

4 Conclusion

In this paper, we present Cubus, a system designed to stimulate children’s idea
generation during storytelling. Cubus is comprised of a virtual environment and



autonomous agents that children interact with through a touch interface on
an Android™ tablet. The innovative component of Cubus concerns the au-
tonomous agents whose behaviors were designed to stimulate children’s creativ-
ity, and in particular the creative process of idea generation in children while in-
teracting with Cubus. The results suggest that children are able to generate a sig-
nificantly higher number of ideas when interacting with the autonomous agents
compared to the control condition in which the agents were not autonomous.

The main contribution of this work to the area of intelligent virtual agents
is to demonstrate that the inclusion of synthetic characters with autonomous
behaviors can have a strong impact on creativity based tasks with children.
The evaluation of Cubus as a tool to stimulate idea generation in children com-
prises additional evaluation aspects that are still ongoing. One of these aspects
is related with the evaluation of the creative products, i.e., the movies children
created. These will be evaluated by a panel of judges with expert knowledge
in animation. Additionally, children’s creative skills will be analyzed by apply-
ing validated tests that quantify individuals’ creative potential. For future work
we also aim to extend the study with Cubus to a larger sample size, since the
number of participants included in this study was relatively small.
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