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ABSTRACT
Evidence-based therapies have proven effective in treating
the mental health of adolescents. However, these interven-
tions are not without shortcomings: therapies are costly
and not accessible for everyone who needs them; psychol-
ogists are scarce, with more adolescents needing support
than therapists available. We contribute to mental health
support tools with a digital robot agent that delivers
micro-interventions to adolescents. Our key insight is that
translating therapies traditionally provided in a physical
workbook format to an interactive robot uncovers thera-
peutic mechanisms that promote healing. We present our
translation process from workbook to robot-mediated ther-
apy, which include the co-design of a robot with adoles-
cents and heuristic evaluations with evidence-based clinical
psychologists. This work presents a preliminary study with
adolescents in which they used both the workbook (trad-
itional medium) and the digital robot (interactive medium)
during two consecutive weeks. Results show both a prefer-
ence for the robot and more engagement of this treatment
delivery option.
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Introduction

Translating evidence-based mental health interventions to digital versions,
such as internet websites, mobile apps, wearable devices and video games,
is becoming increasingly popular (Schueller and Torous 2020). Examples
include self-guided internet-based Cognitive Behavioural Therapy (CBT) pro-
grams like Beating the Blues and MoodGYM.
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We introduce a social robot app that delivers micro-interventions to our
target audience, namely, youth between the ages of 15–18 years old. Micro-
interventions are defined as short interactions that have an immediate posi-
tive effect in our mood, emotion, or behaviour. Thus, we detail the design
process, implementation and preliminary evaluation of our robot app. This
robot was designed and developed using participatory design techniques,
such as co-design and heuristic studies with both youth/users and clinical
psychologists who used it to ensure adoption, engagement and therapeutic
efficiency. We compare robot-mediated interventions to traditional ones
delivered by workbook. Our key insight is that robots can be powerful thera-
peutic tools for mental health coaching since they provide a non-judgmental
space for adolescents to express their feelings and concerns and learn tech-
niques for mental health self-care.

Related work

Benefits of digital evidence-based interventions

Engaging with interactive evidence-based digital interventions that have
been translated from traditional workbook formats is known to contribute to
reduced depression symptoms (Schueller and Torous 2020). The versatile
functionalities of modern technological devices have also helped make these
interventions more accessible, cost-effective and user-friendly (Schueller and
Torous 2020). Incorporating user feedback into these interventions is neces-
sary to ensure positive outcomes and ongoing user engagement (Howells,
Ivtzan, and Eiroa-Orosa 2016).

Providing CBT interventions using mobile health technologies lets patients
receive care either without physically visiting the clinicians’ office or via com-
bining technology with clinician’s personal care to create a hybrid form.
Through the digital transformation of evidence-based interventions, technol-
ogy can do far more than merely digitize current practices; it can improve
such practices by leveraging artificial intelligence, chatbots and mobile sens-
ing to create scalable, personalized and context-aware interventions
(Schueller and Adkins 2019).

Shortcomings of digital evidence-based interventions

Despite its many benefits, digital interventions for mental health care have
drawbacks, too, which include the lack of face-to-face interaction in non-
hybrid systems; a potential lack of compatibility between the user’s device
and website content, a low battery or poor internet connectivity (Howells,
Ivtzan, and Eiroa-Orosa 2016); and participant’s potential distraction or lack
of interest in non-human interactions (Borghouts et al. 2021). Our work
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addresses the lack of face-to-face interaction by implementing evidence-
based interventions in a virtual robot agent. With supported versions run-
ning on mobile phone and desktop computer platforms, we largely over-
come device compatibility issues.

Furthermore, our work uses a human-centred approach to design and
develop the robot, making it very relatable and appealing to users, who
enjoy interacting with it. We incorporated facial expressions, text, images,
emojis, gifs, icons and different colours to sustain user interest. We also pro-
vide necessary clarification of interventions as well as options for users to
pose questions, which helps them clarify content and next steps. User reten-
tion is a problem often faced in this regard (Borghouts et al. 2021). We
design our interventions at micro-scale so users can complete them in rela-
tively short time periods and replicate them in the future whenever needed.

Other limitations of current digital mental health care delivery include
concerns about data privacy, user safety and the lack of evaluation after
implementing the translated evidence-based interventions (Nicholas et al.
2017). We store limited user data which was reported in our study was a
benefit of our approach, showing how our designed robot interactions make
users feel safe in the context of mental health care.

Evidence-based interventions for youth

We base our study on two styles of evidence-based interventions proven to
be successful with youth (Hayes and Ciarrochi 2015; McCredie, Quinn, and
Covington 2017): Acceptance and Commitment Therapy (ACT) and Dialectical
Behavioural Therapy (DBT). Both therapies fall under the umbrella of CBT
(Twohig 2012). We very briefly review these approaches below.

Acceptance and commitment therapy (ACT)
In layman’s terms, the aim of ACT is to ‘maximize human potential for a rich
and meaningful life, while effectively handling the pain that inevitably goes
with it’ (Harris 2019). ACT promotes greater mindfulness and thought accept-
ance instead of direct challenging thoughts, as espoused in traditional CBT
(Halliburton and Cooper 2015). It focuses on the workability of strategies and
psychological flexibility by encouraging clients to cede control and coexist
with problematic thoughts and emotions. ACT has proven to be more effect-
ive than control conditions, including waitlist controls, treatment as usual
and placebos. In addition, brief ACT interventions seem to be no less effect-
ive than long-term ones (Halliburton and Cooper 2015). Many previous works
have adapted ACT for use with adolescents since it can be adapted to their
developmental needs and is applicable to typical, low-distress adolescent
problems (Coyne et al. 2011; Halliburton and Cooper 2015; Hayes and
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Ciarrochi 2015). The current literature on using ACT techniques with youth
provides guidance for translating ACT protocols used with adults to a
younger population and widening the scope of their use (Halliburton and
Cooper 2015).

Dialectical behavioural therapy (or DBT)
DBT is an evidence-based intervention that combines education and therapy
for developing skills to manage stress, regulate emotions and improve rela-
tionships with others (Linehan 1987). Traditional DBT programs involve one-
on-one therapy, phone coaching, skill practice within training groups and
individual homework. While DBT was originally developed for chronically sui-
cidal adults with borderline personality disorder and emotion disregulation,
positive outcomes with adults have prompted researchers to adapt this
approach for use by adolescents, who share the common underlying dys-
function in emotion regulation (MacPherson, Cheavens, and Fristad 2013).
DBT principles remain the same across gender, race, age, etc., with an
emphasis on acceptance-oriented strategies, including rapport building, rad-
ical genuineness and validation (Rathus et al. 2015). Previous research has
focussed on adapting DBT techniques and principles for various adolescent
problems (Koerner and Dimeff 2007; Van Dijk 2013).

Contribution

Adolescents, a unique and vulnerable population, can be severely affected
by stress and mental health issues (American Psychological Association 2014;
Gunnell, Kidger, and Elvidge 2018). Although therapies are available, they are
expensive and not readily accessible to those in need (Okamura et al. 2017;
Haga et al. 2018). In addition, the high demand for therapists makes it
extremely difficult to find the right therapist, or indeed any therapist, in time
of crisis (O’Connor et al. 2018). Furthermore, given that most youth still eco-
nomically depend on their parents to access therapy, they must disclose
their need for help to their parents, who must in turn be willing and able to
support the goals, costs and commitment of therapy (Wisdom, Clarke, and
Green 2006).

Our work leverages computers and smartphones as ubiquitous devices in
the lives of youth. Adolescents generally use their devices to connect with
others (e.g., via social media), to do homework, or to gather information
(using search engines such as Google). We extend the use of these same
devices to improve their mental wellbeing. To do so, we translate evidence-
based therapies that are traditionally delivered via physical workbooks to a
digital, accessible format. These interventions are based on ACT and DBT, pro-
ven to have positive results for youth, including decreased depression,
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anxiety and suicidal tendencies and increased emotional regulation (Miller
et al. 2007; Miller, Rathus, and Linehan 2006; Van Dijk 2011; Coyne, McHugh,
and Martinez 2011; Hayes and Ciarrochi 2015). In addition, we create a digital
interactive social robot app to deliver the interventions to the adolescents
(Boniel-Nissim and Barak 2013).

This work makes two contributions to the usability research computing
community. First, we present the complete design and development process
of robot-mediated mental health therapies. Second, we provide results from
a preliminary evaluation study of youth who used our intervention and a
workbook over a two-week period for their mental health care.

Design process for robot-mediated interventions

We used a multi-staged design process to translate traditional evidence-
based interventions of ACT and DBT to digital form.1 In this section, we pre-
sent our design and development of a digitally rendered social robot that
delivers mental health micro-interventions to adolescents based on the ACT
and DBT evidence-based therapies. We applied a participatory design process
accomplished via iterative interactions with clinical psychologists and
adolescents.

Our design process featured three main stages: (1) selecting the micro-
interventions to include in the study, (2) translating the selected micro-inter-
ventions into a social robot app and (3) eliciting input via participatory
design with adolescents and clinical psychologists. We detail these stages
below (see visual on Figure 1).

Stage 1: selecting micro-interventions

Our goal at this stage was to select the interventions to translate into youth-
robot therapeutic interactions. To begin doing so while drawing from both
ACT and DBT, we needed to understand how a therapist would perform the
intervention (i.e., in a human-to-human interaction). For this, we referred to
the following resources: ‘The Big Book of ACT Metaphors: A Practitioner’s
Guide to Experiential Exercises and Metaphors in Acceptance and
Commitment Therapy’ (Stoddard and Afari 2014) and ‘DBT Therapeutic
Activity Ideas for Working with Teens: Skills and Exercises for Working with
Clients with Borderline Personality Disorder, Depression, Anxiety, and Other
Emotional Sensitivities’ (Lozier 2018). Both workbooks are accepted in psych-
ology literature as landmarks for ACT and DBT practitioners.

First, we focussed on interventions that needed a higher degree of partici-
pant vs robot/therapist interactions. Our rationale was that we wanted to
maintaining enough interactivity between the youth and the robot to keep
adolescents engaged. Second, we choose interventions that were possible to
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perform in short time periods (approx. 3–5 min): we wanted to promote easier
and earlier moments of mental health release rather than offering more
demanding exercises that could initially be challenging to incorporate into
daily routines. Therefore, the chosen interventions were micro in the sense
that all were easy to understand and could be performed in short time peri-
ods. Third, we chose interventions that could promote different types of

Figure 1. Design flow for creating youth–robot interactions for mental health care.
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benefits, with some targeting a moment of mindfulness and relaxation and
others targeting skill building, e.g., learning to apologize and to identifying
emotions. It was important to have a flexible library of micro-interventions to
implement in the robot given the multiple needs that the youth have; Table
1 presents the chosen interventions and their corresponding definitions. In
sum, we selected a total of 10 micro-interventions, from which 5 are from
ACT and the other 5 from DBT.

Stage 2: translating micro-interventions into a social robot app

This stage aimed to develop interactions between the user and the robot that
captured the psychological mechanisms of the intervention. To accomplish this,

Table 1. Robot-delivered micro-interventions, organized by category and corresponding
mental health information.

Categories Definition Micro-interventions
Evidence-based

practices

Stay Present Brings users back to the
present moment and
helps them
gain perspective, re-
centre and promote
self-soothing feelings

! ‘Notice Five Things’
! ‘Hands as Thoughts’
! ‘Five Senses’

! ACT
! ACT
! DBT

Calm Down Supports relaxation, a
decrease in anxiety
and stress levels and
promote
interior focus

! ‘Notice Five Things’
! ‘Hands as Thoughts’
! ‘Dandelion’

! ACT
! ACT
! ACT

Know Your Emotions Reframes negative
events, helps to name
emotions and
promotes
reflection and space
to experience feelings

! ‘Lemonade’
! ‘Yes and No’
! ‘Emotional Clarity’

! DBT
! ACT
! DBT

Reflection Provides opportunities to
clarify personal
values, discover new
ways
of being and redirect
focus towards
personal goals

! ‘Compass’
! ‘Opposite Action’
! ‘Emotional Clarity’

! ACT
! DBT
! DBT

Skill Building Helps users learn new
interpersonal skills,
identify mistakes and
take responsibility for
their actions

! ‘Opposite Action’
! ‘Compass’
! ‘Making Repairs’

! DBT
! ACT
! DBT

Survival Kit Offers immediate and
fast coping
mechanisms for
strong emotions,
promotes interior
focus and helps
reframe
negative events

! ‘Five Senses’
! ‘Dandelion’
! ‘Lemonade’

! DBT
! ACT
! DBT

Notes: Each micro-intervention corresponds to an evidence-based practice. DBT: dialectical behavioural ther-
apy; ACT: acceptance and commitment therapy.
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we conducted three types of design activities: (1) storyboarding to envision
the youth-robot intervention, (2) defining intervention states to ensure the
presence of key psychological mechanisms that make the micro-interventions
beneficial to mental health and (3) implementing the robot system.

Storyboarding to design youth–robot interactions
We created storyboards so robot–youth interactions would have a tangible
sequence, taking into consideration the sensing and behavioural capabilities
of the robot (see Figure 2). Storyboarding is a technique that has been suc-
cessfully used in the fields of human–computer interaction (HCI) and
human–robot interaction (HRI) to envision future interactions between users
and devices (Guo and Goh 2016; Truong, Hayes, and Abowd 2006; Tonkin
et al. 2018). Storyboards captured the essence of interactions during a micro-
intervention, providing a sequential logic to the interaction.

Defining intervention states for psychological mechanisms
This stage sought to define the different robot-youth intervention states
while ensuring the presence of key psychological mechanisms proven to be
effective in mental health care. To achieve this, we used Finite State Machines
(FSM), which consist of a computational model for simulating sequential
logic, i.e., representing and controlling execution flow of the robot-adoles-
cent interactive intervention (see Figure 3). We explored the intervention in
greater detail, giving attention in the FSM to each state in a sequential

Figure 2. Examples of storyboards created by the research team to explore the behaviour of
the robot during micro-interventions with the youth.
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manner and created the bigger picture of the intervention. Thus, this proced-
ure of transforming storyboards into FSM allowed small but crucial details to
be added to the intervention, such as key sentences that the robot would
say to facilitate relaxation, skill building, or reflection.

Implementing the robot app
Here, the goal was to code the intervention into the robot app. We designed a
system that incorporated End-User programming (EUP) for rapid and easy
computational prototyping and design. EUP is custom, web-based robot pro-
gramming software created using JavaScript, HTML, CSS and the Firebase
real-time database. Importantly, the EUP tool has a rendered display through
which coders can change the robot’s facial expressions and interactive
behaviours (including sounds, displayed text and other interactive features).
The robot was thus able to display multiple adolescent-friendly communica-
tion modalities, including colours, gifs and sounds. The result was a set of
ACT and DBT interventions that the robot could deliver to adolescents.

Stage 3: involving youth and clinical psychologists

We conducted co-design sessions with the youth and evaluations of heuristis
with the clinical psychologists, which we detail below.

Co-designing with youth for robot agent
Here, we aimed to confirm our design assumptions and collect new require-
ments for the robot’s character design, including its interaction capabilities and
aesthetics. It was essential that the robot interact in a youth-centric way.
Additionally, we wanted the robot’s aesthetics to suit the preferences of ado-
lescent users to be motivating and appealing. To achieve this, we conducted
a series of virtual design sessions with adolescents where several robot pro-
totypes were shown and improved upon using their input.

Figure 3. Examples of FSM developed before implementation. These examples show four
micro-interventions with different levels if complexity of the interaction between the youth
and the robot.
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A total of 30 adolescents participated in co-design sessions. Inspired by
the work of Bj€orling and Rose (2019), we created activities that included
ideation, brainstorming and prototyping to engage adolescents in robot
character design. We used Zoom breakout rooms, where small groups of
adolescents used different versions of the robot. At the conclusion of these
sessions, we collected their feedback and used it to refine the robot’s design.
We scheduled a total of six design sessions, which were completed within
sixweeks (one session per week, to allow time to improve the robot before
its next use).

These co-design sessions helped us improve many aspects of the robot’s
design. For example, users noted that they were not ready right away to
enter a micro-intervention and would appreciate some ‘small talk’ with the
robot before doing so. Therefore, to ease the youth into the micro-interven-
tions, we added a few moments of light conversation and rapport building,
where the robot asked them how they were doing both at the beginning
and the end of the micro-interventions to allow for easier segues. Users also
wanted some information about the intervention before engaging in it;
therefore, we added a short introduction, where the robot explains its pur-
pose and sets expectations for the interaction.

In terms of robot aesthetics, users consistently preferred a robot with pas-
tel colours to facilitate a serene environment for their interactions. They also
noted that the robot occasionally talked ‘too much’, so we substantially
decreased its verbosity: users wanted to do the talking and wanted the robot
to listen, a not unimportant aspect of any therapeutic interaction.

Evaluating heuristics with clinical psychologists
During this stage, we wanted to improve the interventions delivered by the
robot to ensure the presence of the psychological mechanisms that provided
healing. We conducted two heuristic review sessions via Zoom, one with an
ACT and another with a DBT expert (Nielsen and Molich 1990). We showed
each intervention with the robot using activities from the ACT and DBT
workbooks to gain their perspective. Their feedback was essential to ensure
therapeutic value from the interventions; with their input, we developed the
following template for therapeutic values that grounded our design of
micro-interventions:

! Orientation. Orient the youth to the intervention by stating what type of
activity they will perform, e.g., mindfulness or physical activity.

! Value. Explicitly state the benefit of the micro-intervention they will
engage in, e.g., ‘You will have the opportunity to learn how to apologize
for mistakes’, or ‘You will learn relaxation techniques’.
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! Intervention time. Relate the time needed to perform the intervention
and guide users through every step to teach them how to do it.

! Practice to empower. Close the micro-intervention with a summary of
how they can use the activity in their daily lives and how they can con-
tinue practicing it alone or with friends, e.g.,before going to bed or when
they feel anxious.

We used the therapeutic values uncovered by these evaluations to refine
and guide the design of all the micro-interventions implemented in
the robot.

The robot app

This section highlights features of the final robot app that emerged after the
design studies described previously. We specify the micro-interventions deliv-
ered by the robot and the aesthetics and interaction qualities that made this
robot an engaging intervention tool for its users.

Youth–robot interaction

The robot can be accessed using a web app for which each adolescent cre-
ates an account. They access the app using either a computer or their smart-
phone. When accessing the robot, users are greeted and invited by the
robot to choose a category that contains several mental health options they
choose from on the Navigation Panel, e.g., the category ‘Calm Down’. After
choosing, they enter a second menu with specific activities to choose from.
Each activity corresponds to a micro-intervention inspired by either ACT or
DBT evidence-based practices. See Figure 4(a,b) for visuals on the
app interface.

The robot has interaction capabilities that sustain engagement during a
micro-intervention, such as eye blinking, other movements and sounds.
While the robot’s eye blinking behaviour is random and does not
change according to user input, it still offers a powerful interaction modality
that signals being present and attentive, both appropriate for a short micro-
intervention. Additionally, we used the B.E.S.T. sound corpora (Hastie et al.
2016) for robot vocalizations during the interventions. This sound corpora
was extensively studied and validated for HRI, and it contains sound-emo-
tions the robot makes throughout an intervention.

Micro-interventions

The final robot system consists of 10 micro-interventions, divided into 6 cate-
gories that correspond to various mental health benefits. Table 1 shows the
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full list. The categories are not mutually exclusive: one intervention can be
part of more than one category, e.g., the micro-intervention ‘Know Your
Emotions’ is present in the categories of ‘Reflection’ and ‘Know Your
Emotions’ since this vital activity is intended to educate users about their
emotions while concurrently promoting reflection and space for change.
Each micro-intervention was designed to occur within a short time period;
the mean time of the interventions is 3min. However, the activities are self-
paced, so users can choose to dedicate more or less time to them.

Evaluation study: robot vs workbook

We conducted a preliminary study to collect insights on youth preferences
when using the robot and the digital workbooks for mental health support.
For this, the youth (‘users’) engaged in a two-week study; they used the
robot system (week 1) and the digital workbook (week 2) (see Figure 5 for a
visual representation of the overall study procedure). The main goal of this
study was to elicit user impressions about potential mental health benefits
of using robot-mediated versus traditional workbook-delivered interventions.

Sample

Our sample consisted of 19 participants (11 females, 8 males) who ranged in
age from 15 to 18 years old (M¼ 16.05, SD ¼ 1.03). Participants were
recruited using an online flyer shared on social media websites. Only adoles-
cents whose parents signed the consent form were included in the study,
which was approved by the University of Washington IRB.

Figure 4. App for youth mental health care. (a) Robot navigation panel with six categories
of interventions users can choose from according to their mental health need, eg ‘Calm
Down’; (b) three sample micro-interventions part of the category ‘Calm Down’, including
‘Notice Five Things’, ‘Hands as Thoughts’, and ‘Dandelion’. Users can select a micro-interven-
tion by clicking on the corresponding icon, and a simple description about the benefits of
the intervention is provided, eg The micro-intervention ‘Notice Five Things’ is about centring
oneself; (c) digital workbooks with micro-interventions. This is the traditional therapy format.
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As an inclusion criterion, participants needed to have access to a smart-
phone/computer with internet access since this was needed to run the robot
system and review the digital workbooks during the study. Self-reported eth-
nicity identified 42.11% of our participants as Asian, 36.84% as Caucasian,
21.05% as Hispanic and 15.79% as Hawaiian/Pacific Islander. As compensa-
tion for their time, study participants received a $20 gift card.

Procedure

Participants started the study by filling out an online intake demographics
survey. After completion, an online session with researchers was held via
Zoom to explain the study procedure. Each participant was part of this study
for two consecutive weeks. Figure 5 shows the study flow, and a video
explaining the study procedure is included as Supplementary Material for
this submission.

Participants were divided into two groups. Group 1 started week 1 using
the robot system to engage in micro-interventions for mental health care.
When the first week ended, this group progressed to week 2 use of the
digital workbooks. Group 2 started week 1 with the digital workbook and
progressed to week 2 with the robot. We randomized the study flow to
decrease result bias due to order effects (Perreault 1975).

For each week of the study, participants were instructed to (1) use the
robot or digital workbooks at least three times per week and (2) perform at
least two activities per day. This minimum usage rule was set to ensure

Figure 5. Study flow. Participants included in Group 1 started the study using the robot-
based interventions (week 1) and then performed the workbook-based interventions (week
2). Participants included in group 2 inverted this process, starting week 1 with the work-
book-based interventions and week 2 with the robot-based interventions. Randomization of
the study flow was performed to avoid result bias due to order effects. All participants
started the study with a demographic questionnaire and finished it with an exit interview.
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ongoing engagement in the study and active participation. Participants were
invited to use the robot/workbooks more frequently than the minimum
usage rule; however, doing so was optional.

At the end of the two weeks, participants completed a usability question-
naire about the robot and the workbook and were invited to participate in
an exit interview. Participants received one compensation gift card at the
end of week 1 (first gift card of $10) and the second after the exit interview
(last gift card of $10).

Materials

Mental health care app
We developed an app for this study to provide user access to the robot sys-
tem and the digital workbooks. Each user received login information to the
app to ensure privacy. After entering the app, users chose either robot-based
or the digital version of the workbook-based interventions. If the former,
users saw a digitally rendered social robot that engaged with them in mental
health activities (see Figure 4(a,b) for a visual). When entering the digital
workbook, users saw a list of activities names to select and perform (see
Figure 4(c) for a visual).

Stress and mood scales
Before and after each micro-intervention, participants were asked to report
their stress and mood levels using a sliding scale. Stress was reported from
‘No Stress’ to ‘Extremely Stressed’, and mood was reported from ‘Negative
Mood’ to ‘Positive Mood’. We collected this data as part of our Ecological
Momentary Assessment of Stress and Mood, where data is collected at the
time of intervention; this approach has proven effective with the adolescent
population (Heron et al. 2017).

Exit interview
We conducted an exit interview to collect in-depth insights about the work-
book and the robots usability. The full exit interview content, included in the
Supplementary Materials, was the basis for our report on qualitative results.

Results

We now present the quantitative results from the Stress and Mood Scales as
well as the qualitative results from the exit interviews, both of which
enriched our understanding of app usability.
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Ecological momentary assessment of stress and mood
Figure 6 shows that user stress levels decreased over time, both when
using the robot (pre micro-interventions: M¼ 46.95; SD ¼ 24.07; post micro-
interventions: M¼ 40.96; SD ¼ 27.44) and using the workbook (pre micro-
interventions: M¼ 49.11; SD ¼ 23.11; post micro-interventions: M¼ 44.28; SD
¼ 23.82). Mood levels fluctuate in the graphs, for both robot (pre micro-
interventions: M¼ 61.87; SD ¼ 21.83; post micro-interventions: M¼ 72.84; SD
¼ 18.26) and workbook usage (pre micro-interventions: M¼ 49.11; SD ¼
23.11; post micro-interventions: M¼ 68.89; SD¼ 8.95), with tendencies to
decrease and increase. Mood variability in adolescent years is considered
normative since its fluctuations are a consequence of a variety of factors,
both physical and emotional (Maciejewski et al. 2015).

While quantitative results can show general user trends in stress and
mood levels, they do not reveal the full picture for two reasons. First, our
sample size was small, so we did not perform comparative statistical analysis
of the data. Second, we need more detailed qualitative interview data to
give perspective to these trends.

Qualitative analysis
We anchored our data analysis in qualitative research methods, which are
suitable for exploratory studies such as ours that support inductive practices;
these methods can lead to prominent emerging themes without existing
prior hypotheses (Sofaer 1999). This approach was compatible with our study

Figure 6. Mean values of the ecological momentary assessment of stress and mood while
using the robot (see (a) and (b)) versus the workbook (see (c) and (d)).
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goal, i.e., enriching our understanding of youth preferences towards robot-
based micro-interventions for mental health care.

We uploaded transcribed interviews to Miro Board, an online collaborative
whiteboard suitable for research analysis that enables visual organization of data
and exploration of prominent themes. Three researchers collaboratively coded
the data. Two researchers independently organized interview materials into
emerging themes.

To ensure consistency across coders, calibration exercises were performed
until stability was reached (Krippendorff 2009). After coding 30% of the data,
the two coders met to resolve discrepancies (Campbell et al. 2013); they
compared their coding schemes to ascertain concordances (i.e., alignment in
definitions, language and coding logic). When discrepancies arose, a
‘negotiation agreement’ was used, whereby they verbally discussed differen-
ces with a mutual effort to reconcile disagreements and divergence (Hoyle,
Harris, and Judd 2002; Garrison et al. 2006). The third coder joined the dis-
cussion when 50% and 100% of the data was coded to help disambiguate
negotiations. We used an affinity diagram approach to code and organize
the data (Kawakita 1991); affinity diagramming is used to externalize, make
sense of and organize large amounts of unstructured, far-ranging and pos-
sibly dissimilar qualitative data (Hartson and Pyla Pardha 2012). We now pre-
sent the major theme areas and topics from this process.

Socio-emotional benefits
Help in calming down and reducing stress. The youth explicitly expressed
that performing the activities helped them to calm down and reduce
stress. In one example, a user mentioned that ‘when I first started it, I
think I was mad, and it caused stressed feeling…’ (P12, Female, 18 yo);
that user continued: ‘it helped me feel way better than when I started it’.
The activities also showed the potential to help users relieve other nega-
tive feelings. One user (P18, Male, 16 yo) mentioned that the robot
helped when they were feeling down. ‘For a couple of times I wasn’t feel-
ing as good and then by the end, it actually changed, not a huge amount,
but a noticeable amount’. Some users also indicated how the activities
helped calm them, saying that the activities helped them to ‘really under-
stand your surroundings’ and ’force you to understand that you are in the
moment’, (P3, Female, 7 yo) and ‘focus on my things’ (P3, Female, 7 yo).

Help in managing emotions. During the interviews, users mentioned the
potential of micro-interventions to make them more aware of their emotions
and develop skills to manage emotions. One user noted that

The reflective pondering with the activities was good for me because it helped me
realize like, okay, these are things that I did during the day that made others feel
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uncomfortable or made me feel uncomfortable by the way I approached it, or these
are things I did good, that I should keep working on and get better at. (P16, Male,
16 yo)

Another user also mentioned that the activities ‘in general just make you
more proactive in terms of you as a person, how you’re feeling and how you
actually are reacting to your own emotions’ (P16, Male, 16 yo).

Opportunity for interpersonal connection. Users mentioned that they had
opportunities to connect and show care to other people during the micro-
interventions. Although they were never asked to share activities with others,
one user told her friend about an activity because she thought it might be
helpful; she then did the activity together with her friend (P2, Female, 16
yo). A second adolescent also told her sister to try two of the activities
because they worked for her (P8, Female, 17yo). Even users who did not
share the activities expressed the willingness to do so: ‘ I would like to share
some activities with a friend that would help them’ (P3, Female, 17 yo).
Besides sharing the activities, one user also mentioned his experience of
laughing and having fun with his friend while they were doing an activity
together (P6, Male, 16 yo).

Creating a routine for mental health care
Encouraging a self-care routine. The micro-interventions demonstrated the
potential to encourage users to build self-care routines. Many users indicated
a preference for doing the activities at night to help them take a break from
school work or reflect on their day. One mentioned that she did some activ-
ities before an exam to help her relax (P8, Female, 17yo). Another mentioned
‘that was probably just like every Friday, if I did it [an activity], that was prob-
ably the best part for me’ (P16, Male, 16 yo). The mental health care routine
became more comfortable as users became more familiar with the app. One
user noted that the

first time, I did it in like 30minutes, but the other times I did them in more like
45minutes to an hour to work on, to do more activities and also to reflect on myself
because I feel like that’s important part of the day. (P16, Male, 16 yo Ethan)

Support reflecting on the past, present and future. Once a self-care routine
was established, users noted the benefits of regular reflections on their days
or weeks. Many users expressed that those reflections help them to be more
clear-headed and focussed. One noted that ‘the workbook and the robot ver-
sion help me rethink my days and reflect on them, and then just keep in mind
what’s in right now, and don’t get too frustrated with things that are going on’
(P16, Male, 16 yo Ethan). Another also indicated that the activities helped
him to ‘actually take time to know what the problem is and knowing what to
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do next’ (P5, Male, 16 yo). The reflection was also helpful for users to ponder
‘who do you want to be… whether it’s in a year, whether it’s in a day,
whether it’s in a week’ (P4, Male, 14 yo).

About robot-based interventions
A preference for the robot. Mental health micro-interventions were delivered
via an online workbook and a robot app, as mentioned in the procedure. Users
noted the benefits of each media but emphasized their preference for the robot.
They liked the workbook for its well-organized structure, allowing them a holistic
view of all the micro-interventions and easy navigation (P8, Female, 17 yo).
However, the workbook reminded some users of the dull paperwork they fre-
quently do as part of their school work. ‘I preferred the robot more just because
with the workbook is a bit. I don’t wanna say harsh but it’s super straightforward’
(P2, Female, 16 yo). The majority of users liked the robot’s interactivity, which
helped to ensure the effectiveness of the micro-interventions. For example, one
user mentioned that

I think I liked the robot more just because it was more interactive, and it would give
me like timers for each activity, and it would be like, ok, ’take 1min and you can’t
move on until you finish it,’ so it forces you to do it instead of just skipping through it.
(P3, Female, 17 yo)

The robot makes sounds during certain activities, which some users also
found helpful to ‘pace things out’ (P2, Female, 16 yo). Some also appreciated
its blinking eyes and ‘cute and cozy look’ (P3, Female, 17 yo). Beyond its
favourable look and behaviours, the robot also made the experience more
‘realistic’, mimicking a real paced interaction (P16, Male, 16 yo Ethan), and ‘it
feels like a bit more of a connection’ (P15, Male, 16 yo).

Describing the robot to a friend. We asked the users to describe the robot
to a friend to gather ideas about what they would highlight. Some referred
to the robot as a tool for centring. For example, one user described the
robot as helping to ‘clear your thoughts out more, clarify things and gain a
better perspective’ (P5, Male, 16 yo). Another described it as

a tool to help like, manage your emotions and stress, and just a way to like, kind of
escape. . I mean, some of the activities to escape from like your life and… the stress
of your life. And… even if it’s for like only a couple minutes … then that could help
your overall stress throughout the day. (P18, Male, 16 yo)

The robot also helped that user improve his day.

I would probably tell my friend, let’s say, there’s this really cool program where you
get to; it’s kind of like a meditation or self-reflection basis, where you can think about
aspects of life and ponder how you would handle them and … how you would want
to steer yourself better by expressing your emotions, and … gives you a chance to
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kind of vent frustrations and express joyful things that allow you to make your
days better.

Non-judgmental nature of the robot. Another theme commonly mentioned
was the non-judgemental nature of the robot and the ability to maintain priv-
acy and build trust. For example, one user said: ‘ I think the way I would like to
phrase it is that you’re talking to someone who does not necessarily understand
what you’re saying, but there’s zero judgement because they don’t understand
what you’re saying. Right? It’s a robot!’ (P6, Male, 16 yo). Another participant
used the phrase ‘venting out’ to describe the robot interactions: ‘I’d describe it
as a robot that you could vent to … this is probably be the most simple way of
explaining it just feels like someone to, yeah, vent to’ (P16, Male, 16 yo). One
user also mentioned that ‘Some people have trust issues. So it’s like you could
tell them that is between you and the robot’ (P19, Female, 15 yo).

Discussion

This paper presented the design, development and preliminary evaluation of
a robot-mediated intervention for mental health care across the adolescent
population. Our work involved a total of 49 adolescents (30 involved in the
co-design study and 19 in the validation study) and 2 evidence-based clinical
psychologists. We applied participatory design practices, such as co-design
and evaluations of heuristics, to improve and develop our robot. A few fea-
tures of this work require further elaboration and reflection, which we
note below.

Supplement versus replacement

While our work has impact in the field of healthcare robotics, our intention
is not to replace human therapy. Instead, we sought to develop a new tool
that youth could access to supplement existing practices or to launch a new
and convenient practice of mental health care. While existing tools for youth
mental health involve physical books with exercises or smartphone apps, our
work presents a new media to deliver interventions using an interactive
robot, in which its interactivity is essential to promote engagement in mental
health routines.

Furthermore, our robot was designed with therapeutic principles, which is
not the case for most of the current apps, making it a trustworthy tool for
health care. This makes our robot a viable supplement to youth mental
health care without replacing existing human therapies. Indeed, this robot
shows that there is a design space where new tools for mental health that
enable self-care. Our robot makes use of accessible language and micro-
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interventions that target common youth needs, being a tool they can use
while no other service is available.

We strongly recommend that youth who suffer from major mental health
problems should not solely rely on this tool, and additional professional sup-
port would be needed. We believe that a tool that can promote and extend
meaningful relational connection is valuable, as we saw from our qualita-
tive results.

The power of interactivity and non-judgement

Adolescents recognized the robot as an entity that was not particularly intel-
ligent (i.e., it could not understand them). However, because of this, they felt
safe in sharing information and knowing the robot would not judge them.
Although at different stages of this project we intended to create a more
intelligent robot, during the design sessions and the evaluation study, ado-
lescents never showed a desired for a smarter robot. Instead, they enjoyed
its simple design and behaviour, which we intend to keep in future iterations
of this work.

The design requirement of simple robot embodiment and behaviour
relates to discussions about privacy of mental health data. While more com-
plex robots can have more options of interaction compared to our robot,
the acceptance of such high-intelligence robots can be low due to perceived
privacy breaches. Because our robot is not collecting information about a
particular user, we believe that worries about privacy will not be in the way
of using the robot for mental health care. In particular, we envision this
robot as a community tool that can be shared between youth, e.g., they can
share the robot with a friend that might be in need of extra support and
because no individual data is store, youth privacy is kept safe. We intend to
study in future work perceptions of privacy in robots with simple behaviours.

Because youth had to interact with the robot systematically when per-
forming a micro-intervention, they made time to connect and set a pace for
the practice. They mentioned that this type of practice offers greater benefit
compared to a workbook style, where they could skip through harder parts
of the intervention or neglect others. Therefore, the robot’s power of inter-
activity offers one of the main factors for engagement and willingness to
return to mental health care practices.

Limitations and future work

We acknowledge the following study limitations. While we contributed to
the translation of evidence-based therapies to a digital format, we did not
fully uncover the psychological mechanisms that make these therapies
effective. In other words, we understood the sequence of content to present
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to app users but were unable to model it computationally. This is both a
limitation and future work we are currently exploring.

Furthermore, although we used an interactive social robot to deliver these
interventions, we could not isolate which aspects of the robot might have
contributed to higher adolescent engagement. In light of this, more research
is needed in terms of sample description, including controlling variables,
such as previous or ongoing exposure to psychological therapies and levels
of depression and anxiety, among others.

Our last limitation concerns sample size. As noted previously, since we
had a relatively small sample, it was not possible to conduct statistical tests
to understand the effectiveness of using a robot vs. using traditional work-
books in the mental wellbeing of our adolescent users. While this was an
important and essential study to investigate the acceptance, adoption and
engagement of adolescents using a digital robot for their mental health, our
current contributions are to usability research, not experimental research.
Since we now know that adolescents are interested and willing to engage in
interventions on their own with a digital robot, more research is needed to
understand the effectiveness of these interventions in ongoing mental health
efforts of broader population.

Note

1. Traditionally, ACT and DBT exist as physical workbooks that adolescents work through
to improve their mental health. Examples of these workbooks include the ‘Dialectical
Behaviour Therapy Skills Training with Adolescents: A Practical Workbook for
Therapists, Teens & Parents’ (Eich 2015), ‘Implementing Dialectical Behaviour Therapy
Skills Training for Emotional Problem Solving for Adolescents (DBT STEPS-A) in a Low-
Income School’ (Chugani et al. 2022), ‘ACT for Adolescents: Treating Teens and
Adolescents in Individual and Group Therapy’ (Turrell and Bell 2016) and ‘The
Thriving Adolescent: Using Acceptance and Commitment Therapy and Positive
Psychology to Help Teens Manage Emotions, Achieve Goals, and Build Connection’
(Hayes and Ciarrochi 2015). Work in the field of digital health, such as mHealth, has
found that digital interventions are extremely desirable and effective among
adolescents (Anderson-Lewis et al. 2018; Jeminiwa, Hohmann, and Fox 2019).
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