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ABSTRACT 
Social dining, i.e., eating with/in company, is replete with meaning 
and cultural signifcance. Unfortunately, for the 1.8 million Ameri-
cans with motor impairments who cannot eat without assistance, 
challenges restrict them from enjoying this pleasant social ritual. 
In this work, we identify the needs of participants with motor im-
pairments during social dining and how robot-assisted feeding can 
address them. Using speculative videos that show robot behav-
iors within a social dining context, we interviewed participants to 
understand their preferences. Following a community-based partic-
ipatory research method, we worked with a community researcher 
with motor impairments throughout this study. We contribute (a) 
insights into how a robot can help overcome challenges in social 
dining, (b) design principles for creating robot-assisted feeding 
systems, (c) and an implementation guide for future research in 
this area. Our key fnding is that robots’ unique assistive qualities 
can address challenges people with motor impairments face during 
social dining, promoting empowerment and belonging. 

CCS CONCEPTS 
• Human-centered computing → Participatory design; Ac-
cessibility technologies; • Computer systems organization → 
Robotics. 
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A. B.

C.

Figure 1: A. robot-assisted feeding system used in this work, 
with B. top-view and C. side-view of its social use. 

1 INTRODUCTION 
Take a moment to recall the last time you shared a meal. What made 
it meaningful? The company, the food, the ambiance? The stories 
that were told, relationships that were strengthened, milestones 
that were celebrated? If you were asked, “How does it feel to eat 
socially?”, you might say it is a pleasant experience. Now consider 
this response from a participant in our study: “Sometimes I wait 
longer to ask [my caregiver] for a bite or a drink because it might 
mess up a conversation. It’s something that’s always in the back of my 
mind when eating socially... Sometimes I’m not eating, or I’m barely 
eating, because I’m self-conscious of interrupting a conversation.” This 
participant is paralyzed from the neck down. For him and at least 
1.8 million Americans who need assistance eating [69], social dining 
may be the opposite of pleasant. 

Eating is not only a functional experience, but also a meaningful 
one. Specifcally, social dining introduces nuances, such as syn-
chronizing of eating pace [30], avoiding a bite while being ad-
dressed [48], and making special eforts to eat in a socially appropri-
ate manner [75]. For those with motor impairments, robot-assisted 
feeding (Fig 1) has emerged as a promising technology to alleviate 
some of the challenges faced during dining. However, much prior 
work in this area focuses on the functional tasks of picking up food 
and moving it to a person’s mouth [11, 28, 52, 55, 76]. These tasks 
are indeed technically challenging, and prior work signifcantly 
improves the state-of-the-art. Nonetheless, there is an open design 
space to create meaningful social dining experiences for people 
with motor impairments. 
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Figure 2: Timeline of our design project on robot-assisted social dining. 

(1) What challenges do people with motor impairments 
face during social dining, and how can robot-assisted 
feeding address them? Participants’ challenges include 
divided attention, caregiver variability, and more (Sec 6). 

(2) What principles should guide the design of robot-assisted 
feeding systems for social dining? The robot should be 
subtle, customizable, reliable, and more (Sec 7). 

(3) How can these insights guide the implementation of 
robot-assisted feeding systems for social dining? Our 
interview data reveals key features, such as unobtrusive bite 
transfers, feeding others (e.g., kids), and more (Sec 8). 

2 CONTRIBUTIONS 
We conducted design explorations (Fig 2) of robot-assisted feeding 
in social contexts, driven by the following questions: 

While some social dining challenges cannot (and should not) be 
solved using a robot, our key insight is that robots can be de-
signed with assistive qualities that address some challenges 
people with motor impairments face during social dining. 
Specifcally, they can promote empowerment by enabling users to 
eat without human assistance and belonging by increasing user’s 
opportunities for meaningful social interactions. 

3 RELATED WORK 

3.1 The Power of Social Dining 
Social dining has biological, psychological, and cultural benefts [43, 
45]. Food is a “vehicle” to establish social linkages, has symbolic 
functions, and is a medium for aesthetic expression [49, 62]. Fam-
ilies that eat together build stronger relationships that improve 
well-being and lower the rates of risk-taking behavior [73] and 
depression [72]. People with Alzheimer’s who share meals show an 
increased sense of autonomy [19]. Unfortunately, for people with 
motor impairments who rely on caregivers to eat, shared meals 
tend to be less about socialization and more about functionality (e.g., 
meal prep, food intake) [44, 50]. This excludes them from social din-
ing benefts [27, 65]. Our work surfaces priorities voiced by people 
with motor impairments, towards a robot that enables meaningful 
social dining experiences. 

3.2 Robot-Assisted Feeding 
Robot-assisted feeding systems have existed since at least the 80’s [64, 
71]. Since then, over a dozen such systems have been developed, 
both commercially [1–7, 60] and for research. Most research has 
focused on functional aspects of eating, not the nuances inherent 
to social dining. This includes the robot’s ability to acquire food 
items with a fork [28, 31], spoon [36, 52, 61], or chopsticks [53, 76]; 
also, the robot’s ability to transfer food items to the user’s mouth 
by accounting for user comfort [11], learning from demonstra-
tions [16], and adjusting based on how the food was acquired [24]. 
Needs assessments used interviews and ethnographic observations 
to develop evaluation indicators for robot-assisted feeding sys-
tems [13, 38] but did not directly examine social dining nuances. 

Some research has included social dining. One work compared 
three robots and found that users preferred the one that enabled 
more socialization [32]. Another work found that users preferred 
a slower robot and a non-voice interface in social contexts [14]. 
Other studies modeled when a robot should automatically feed a 
user during social dining [31, 54]. To the best of our knowledge, 
there is no thorough investigation of user needs and priorities for 
robot-assisted feeding in social contexts. Our work flls this gap. 

3.3 Design Principles for Assistive Technology 
Universal Design (UD) originated in the 90’s from the disability 
rights movement and consists of 7 principles, such as equitable and 
fexible use [37]. Critics of UD maintain that it tries to accommo-
date two contradictory goals: designing for mass marketing and 
designing for specialized communities, such as people with disabil-
ities [20, 34, 58]. Previous work tried to reconcile these goals with 
the EMFASIS framework [57]. 

Our work unearths design principles that are distinctive to so-
cial contexts and tailored to robot-assisted feeding. The design 
principles we propose difer from others, [22, 37, 63], as they are 
actionable within the realm of robot-assisted feeding. They difer 
from work in robot-assisted feeding [13, 38], because the principles 
are meant to guide designers throughout technology creation, not 
just during evaluation. 
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Table 1: Study participant demographics. No participant used robotic assistance for feeding. 

ID Age Gender Living at Self-described impairment Impairment time Eating assistance providers1 

CR2 37 Male Home Paralyzed from the neck down > 5 years Formal caregivers, parents, friends 
P1 28 Female Home Unable to move arms > 5 years Parents, formal caregiver 
P2 40 Male Home Paralyzed from the neck down > 5 years Formal caregiver, girlfriend 

P3 42 Male Home Muscular dystrophy > 5 years Formal caregiver, sister, mother 
P4 40 Male Home Paralyzed from the neck down > 5 years Formal caregiver, family, friends 
P53 18 Male Home Cerebral palsy > 5 years Parent, friend, formal caregiver 
P6 58 Male Care facility Quadriplegia due to multiple sclerosis > 5 years Formal caregiver, family, friends 
P7 49 Male Care facility Quadriplegia due to multiple sclerosis > 5 years Formal caregiver, family, friends 
P8 30 Male Home Spinal Muscular Atrophy > 5 years Wife, family, friends 
P9 18 Male Home Almost paralyzed from neck down 3-5 years Parent, formal caregiver 
P10 34 Female Home Spinal Muscular Atrophy > 5 years Parents 

4 DESIGN FRAMEWORK 

4.1 Framework for Inclusive Design 
Our work is based on Kat Holmes’ framework for inclusive de-
sign [34]. This framework provides 5 questions to help teams avoid 
perpetuating exclusion: (1) Why make this artifact? (2) Who makes 
it? (3) How do we make it? (4) Who will use it? (5) What do we 
make? Fig 3 shows the framework applied to our research. 

4.2 Community-Based Participatory Research 
To wholly include people with permanent motor impairments in 
this work, we followed community-based participatory research 
(CBPR), which harnesses community wisdom in equal partnership 
with academic methodological rigor throughout the research pro-
cess [29, 74]. According to CBPR, an equitable partnership between 
research and community requires sharing power, resources, credit, 
results, and knowledge [46, 56]. This method is increasingly com-
mon in assistive technology research [12, 17, 18, 21, 40, 68, 70]. 

Near the beginning of this project, the academic researchers4 

engaged a person with permanent motor impairments as a commu-
nity researcher. This individual has been a recurring participant in 
our lab’s user studies since 2019, which gives him familiarity with 
robot-assisted feeding. A C1 quadriplegic5, he was injured in 2012. 
He runs a non-proft organization that connects people with motor 
impairments to assistive technologies (ATs), is on advisory boards 
related to AT, and runs a business focused on smart homes and 
AT, making him a valuable community researcher for our project. 
Throughout the project, he has been involved in creating design 
materials, co-running design interviews, analyzing data, and co-
authoring this paper, spending an average of 1 hour per week since 
joining the team in Feb 2022. 

1Formal caregivers are paid and trained professionals. 
2This individual is the community researcher (Sec 4.2). 
3Since P5 had difculty speaking, their parent sometimes clarifed what they said. 
4Throughout the paper, “we” refers to the entire research team, including the 

community researcher. To diferentiate, we use “academic researchers.” 
5A person diagnosed with a C1 quadriplegic injury will probably lose func-

tion from the neck down and be ventilator-dependent. For more information, 
see https://www.spinalinjury101.org/details/levels-of-injury. 
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Figure 3: Applied framework for Inclusive Design [34]. 

5 DESIGN METHOD 
We interviewed participants using speculative videos of robot-
assisted social dining and applied qualitative analysis methods 
to identify key themes. Fig 2 shows an overview of our method. 

5.1 Participants 
We recruited participants primarily from the community researcher’s 
connections. The inclusion criteria were to have a permanent mo-
tor impairment and to rely on a caregiver to be fed. Table 1 shows 
demographic information about our 10 participants. 

5.2 Design Materials 
5.2.1 Speculative Videos. We showed participants speculative videos 
of how robot-assisted feeding might be used in social settings6. 
These videos were intended to familiarize them with robot-assisted 
feeding and invite them to share their views on robot design. We 
created the videos following speculative design guidelines [47]. 

6https://youtube.com/playlist?list=PLv0SEVdRS7GqvB1eWGUrEvMwfNgdcbuMt 
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Figure 4: Speculative videos on robot-assisted social dining used during our design interviews. 

These videos include three common social dining scenarios: family 
meal, dinner date, and brunch with friends. They feature a person 
who acted as someone with motor impairments using the robot 
and other social dining partners without motor impairments. 

We themed the videos around areas where the design direction 
was unclear: (1) how should a user ask the robot for food? (2) should 
a robot share food with dining partners, and how? (3) where should 
the robot rest its arm while delivering food? We recorded polarized 
versions of each robot behavior, showing intended robot perfor-
mance vs faux pas the robot could cause. The community researcher 
helped design the videos, ensuring they would be understandable 
to participants with little experience with assistive robots. In total, 
we created a playlist of nine 1 minute videos (Fig 4). More details 
can be found in our HRI’23 Video submission7 [51]. 

5.2.2 Robot System. We used a 6 degree-of-freedom Kinova JACO 
Gen2 robot arm attached to a power wheelchair base (Fig 1). The ro-
bot arm has an RGB-D mounted on-board, which it uses to perceive 
food and the user’s face. It uses a custom 3D-printed fork to pick up 
food, and a force-torque sensor to know when it has skewered food 
and to guarantee user safety. In the videos, the robot autonomously 
acquires pieces of fruits and vegetables and feeds them to the user. 

5.3 At-Home Interviews 
Design interviews were held virtually and consisted of the follow-
ing steps: (1) introduction of the research team and participant, 
(2) questions about participants’ current social dining routines, 
(3) watching and discussing videos, and (4) session wrap up. The 

7https://youtu.be/BInhARANKaU 

decision to hold interviews virtually was made in consultation with 
the community researcher in order to promote accessibility for 
participants. The community researcher led the interviews, while 
other team members took notes and participated in the discussion. 

5.4 Thematic Analysis 
We employed qualitative methods since it can surface understand-
ing around particular people’s nuanced experiences, emotions, 
needs, and motivations [26, 59, 67]. Specifcally, we used thematic 
analysis [67] to analyze the data, which consisted of video record-
ings from the design interviews. To develop the codes and themes 
that emerged from the data, two researchers independently coded 
each interview recording and performed calibration exercises to 
ensure consistency [39]. Overall, the two researchers met 10 times, 
with the community researcher participating in 5 meetings to rec-
oncile divergence in the coding [25, 35]. The thematic analysis took 
over 70 hours across all researchers to transcribe and code the over 
500 sentences from design interviews. 

5.5 Synthesis as Visual Knowledge 
From this thematic analysis, we extracted the three key out-
comes of this work: interview results (Sec 6), design princi-
ples (Sec 7), and an implementation guide for robot-assisted 
social dining (Sec 8). For each outcome, we synthesized key 
insights as standalone visual knowledge, presented in Figs 5-7. 
This builds upon the growing awareness that visuals have unique 
strengths compared to text [23, 66], particularly for “creating and 
articulating knowledge about interactivity” [15], and are becoming 
prevalent in interdisciplinary felds including HRI [8, 9, 33, 41, 42]. 
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Figure 5: The top row shows the negative emotions participants felt during social dining, while the bottom shows benefts they 
perceived from robot-assisted social dining. Background shapes connect related quotes. 

6 INTERVIEW RESULTS 
Participants engaged in social dining in restaurants, breweries, 
sports games, picnics, road trips, theaters, and remote socialization. 
We now elaborate on their challenges during social dining (Sec 6.1), 
thoughts on how robot-assisted feeding could address them (Sec 6.2), 
and preferences with respect to robot behaviors (Sec 6.3). 

6.1 Social Dining Challenges 
Some participants enjoyed social dining: “They take a bite, I take a 
bite, it becomes part of the interaction. We enjoy the meal together.” 
(P7). However, most preferred not to eat socially due to repeated 
challenging experiences. “I don’t like it. I’ll arrive and be like ‘nope, 
I’m good, I already ate’... A lot of people eat out for enjoyment. For 
me, it’s not like that. Eating is a necessity, I don’t do it for fun.” (P1). 
Fig 5A-H provides an overview of these challenging experiences. 

6.1.1 Divided Atention. A challenge participants discussed is that 
caregiver attention is divided among feeding, eating, and social 
interactions. Therefore, participants have to verbally remind care-
givers to feed them (Fig 5H), interrupting conversations and making 
them feel self-conscious (Fig 5D) or burdensome (Fig 5G, 5H). 

6.1.2 Caregiver Variability. Participants noted caregivers’ lack of 
consistency in meeting their needs because diferent caregivers 
feed them diferently. Some feed too fast, causing pressure (Fig 
5E), while others feed too slowly, causing frustration. Some ofer 
bites that are too large, a choking hazard, while others’ are too 
small: “One day my dad’s shoving half a chicken down my throat, the 
next a nurse is cutting the tiniest pieces; I’m like: ‘I’m gonna be here for 

centuries!”’ (CR). To cope, some participants rely on a few consistent 
caregivers to feed them but felt that it can be inappropriate to 
bring specifc caregivers to some social events (Fig 5C). 

6.1.3 Undesired Atention. Participants raised the challenge of by-
standers staring or pointing at them, causing discomfort (Fig 5A). 
Such discomfort could be sufciently powerful to infuence pre-
ferred dining venues: “I prefer outside dining because it’s more laid 
back, more distractions. It’s not me in a big chair in this tiny diner. I 
have less people watching me.” (P9). 

6.1.4 Mismatch Between Participant Needs and Social Dining Norms. 
Some participants felt that signaling readiness for a bite with an 
open mouth, a common non-verbal way to communicate with care-
givers [13], was awkward in social settings (Fig 5B). Another said 
she needs to eat slower than is typical in social meals to avoid 
choking, resulting in feeling hungry (Fig 5F). Others wanted to 
avoid food spilling on them but felt embarrassed wearing a bib. 

6.1.5 Mismatch with Environmental Factors. Participants faced chal-
lenges due to a mismatch between environmental factors, e.g., a 
lack of space and too much noise, and their needs. One needed 
to tilt his wheelchair to regulate blood pressure and was constantly 
concerned: “Am I going to... tilt back and crash into a waiter?” Others 
adjust how they sit, making it difcult to interact with others: 
“My chair is oversized, so I don’t ft going straight into a table. I have 
to sit sideways.” (P4). Noise is a concern, too: “Communicating when 
it’s loud is difcult. I don’t have as strong a voice8” (P2). This makes 
it difcult to communicate with dining partners and caregivers. 

8Not having a strong voice was one of the impacts of this participant’s disability. 
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6.2 Trade-Ofs of Robot-Assisted Social Dining 
6.2.1 Benefits. Participants felt that robot-assisted feeding systems 
could address the challenges they face with caregiver variability and 
divided attention. They felt that a robot could provide customiza-
tion and consistency (Fig 5I), which is difcult to achieve due to 
caregiver variability. By using the robot to feed themselves, partici-
pants envisioned feeling empowered (Fig 5L), less self-conscious 
(Fig 5J), and less pressured (Fig 5K). Participants also felt that using 
a robot could promote a sense of belonging. Specifcally, a robot 
would free up their caregiver’s time (Fig 5M), enabling them to eat 
at the same time as the participant (Fig 5N). A robot could also 
open a new realm of belonging by enabling participants to share 
food with others (Sec 6.3.2). Notably, participants did not want the 
robot to replace their caregiver but rather sought caregiver-robot 
teaming: “It wouldn’t be a problem if my mom just cut the steak and 
put it in front of me, and the robot could then feed me” (P4). 

6.2.2 Lingering Challenges. Participants recognized that a robot-
assisted feeding system could not address all challenges. For exam-
ple, it was still likely to draw unwanted attention, and for some 
that would be a deal breaker: “If it is going to cause more attention 
on me, then I probably wouldn’t want it” (P1). They also recognized 
that a robot could not address mismatches with social dining 
norms, such as taking longer to eat than a ‘typical’ social meal 
(Fig 5F). Further, they recognized that the robot arm was unlikely 
to address mismatches with environmental factors, too little 
space and too much noise, but they proposed desired features for 
the feeding system that could avoid worsening those experiences 
(see Sec 6.3). 

6.3 User Preferences about Robot Behaviors 
After watching the videos, participants shared their preferences 
and ideas for behaviors of the robot-assisted feeding system. 

6.3.1 Initiating a Bite. Participants saw 4 ways to instruct the robot 
to initiate a bite: (1) button-based9 (Fig 4A); (2) open mouth (Fig 4B); 
(3) voice command (Fig 4C), and (4) automatic (Fig 4E). 

Button. This was the most desired option for bite initiation. 
Participants liked that a button is subtle (Fig 6P) and “fewer things 
[can] go wrong” (P7). Yet, some felt it would not work well if they 
have to press it frequently, like when they “eat lots of popcorn” (P8). 
Some participants wanted the button to be part of a phone app. 

Open Mouth. Participants liked open-mouth bite initiation for 
its inclusivity (Fig 6D) and because it aligns with how they currently 
interact with caregivers (Fig 5B). Yet, some said they would feel 
awkward opening their mouth socially and were also concerned 
about face detection failures or robot misinterpretations: “What if 
you’re talking and the robot thinks you want food?” (P5). 

Voice. Participants had concerns about voice detection failing 
in loud social settings (Fig 6A). They also felt it would require them 
to interrupt conversations (Fig 5D), and that the robot may not 
understand them due to speech impediments. Yet, participants saw 
the value of voice commands for quieter social settings (Fig 6A). 

Automatic. In automatic bite initiation the robot waits until 
participants stop speaking before feeding them. Participants were 
very concerned about no longer having control of the robot with 

9This includes a micro-switch users can mount anywhere, e.g., a tongue switch. 

this option (Fig 6E) and about potential misunderstandings, e.g., 
the robot feeds them while they are listening to someone else. 

Customizable Bite Initiation. Participants saw the diferent 
bite initiation mechanism options as complementary. They repeat-
edly mentioned wanting to decide which option to use based on 
factors like noise (Fig 6A) or lighting. Others wanted multiple op-
tions as backup: “If I’m having a bad day where I can’t press [a 
button], then [I’d like] voice commands” (P1). 

6.3.2 Sharing Food. Some participants felt that using the robot to 
pass food to others would help them feel like an equal participant 
during a meal (Fig 5O). Others did not consider this a priority: “[due 
to a] lifetime of being disabled, people don’t expect that” (P8). Some 
felt that feeding romantic partners was not part of their dynamic, 
whereas others were excited about letting good friends taste their 
food (Fig 5P) and feeding children (Fig 6I) or a pet. 

6.3.3 Arm Resting Pose. Participants saw 2 aspects of the robot’s 
arm resting pose: (1) before delivering a bite, the arm rests in front 
(Fig 4F) or to the side (Fig 4G) of them, and (2) between bites, the 
arm rests above the plate or is lowered (Fig 4H). 

Before Delivering a Bite. Participants did not like the robot 
arm in front of their face since that would obstruct their interactions 
with others (Fig 6O). This was consistent even for participants who 
could not eat from the side: “I can’t turn my head, so I’d need the food 
to come directly from the front, but that’s just the into-mouth motion. 
I think to the side is better [for the resting pose]” (P8). This was an 
important fnding since multiple current robot-assisted feeding 
systems have the arm rest in front of a user [14, 24, 55]. 

Between Bites. Participants had mixed preferences about where 
the arm should rest between bites. Some felt it should go above 
the plate to make the next bite faster: “It has to reach over the plate 
to pick the food up. So if it rested in that position, it wouldn’t have 
to make the extra motion” (P6). Others felt it should be lowered 
since that “is less obtrusive, and down out of the line of sight” (P7). 
Yet others felt it should be confgurable: ‘If you want to eat quickly 
and have it over your plate, that could be one mode... But say you’re 
letting the food settle, it would be nice to have it rest [lowered].” (P8). 

7 DESIGN PRINCIPLES 
Using the thematic analysis method described in Sec 5.4, we syn-
thesized 8 design principles from participant input to guide the 
development of robot-assisted social dining systems (see Fig 6). 

Participants wanted to customize their robot so it could work 
in a variety of environments (Fig 6A), be tailored to impairment-
specifc needs (Fig 6B), and work with other individual preferences 
(Fig 6C). This relates to participants’ desire for an inclusive robot 
that works across a spectrum of disabilities (Fig 6D). 

Participants also wanted the robot to be subtle. They wanted to 
communicate with it in a way that would not be noticeable (Fig 6P) 
and not have the robot get in-between them and others (Fig 6O). 
They also wanted it to be minimalist, by not adding extra devices 
to their current assistive technology ecosystem (Fig 6H) and not 
interfering in others’ personal space (Fig 6G). 

Participants wanted a reliable robot. They did not want the 
robot to make errors that have social repercussions, such as spilling 
food (Fig 6M). They also wanted access to an emergency stop in 
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“I'm not too fond of  
[automatic bite initiation]. It's 
restrictive. By giving the robot 
the command, you are 
controlling the robot.” (P6) 

“For me, I don't mind the 
robot doing a lot of the 
thinking, with the exception 
of selecting what food I 
eat.” (CR) 

“If it was at a soccer game 
where [my wife] was sitting 
next to me, the side-resting 
position could be in her 
way, in front of her face.” 
(P8) 

“I'd totally use [eye gaze], but 
not if I have to put an extra 
device on myself. We already 
have enough devices.” (P1) 

“If I could feed my kid with 
it, that would be super 
useful.” (P8) 

“It's a novelty to be able  
to share food…First date, 
that would be interesting.” 
(P7) 

“I would love that, even if [the 
robot] could just get the 
napkin close to my face, I 
could rub my face on it.” (CR) 

“If I want desserts [the robot 
should be] able to remove 
the plate, or put another 
plate on top.” (P8) 

“If it can't get it on the first 
try, it’s still on the plate, [the 
food’s] not on me. If it drops 
it on the way that would be 
worse.” (P1) 

“When it's something as 
delicate as 'if this messes up I 
can get impaled,' it would be 
good to have a backup 
safety mechanism.” (P8) 

“I want everyone  
to just see me, not see me 
behind a feeding device.” 
(P9) 

“It would be really subtle, no 
one would even notice if I 
pressed a button.” (P1) 

“If the table is noisy, then 
[I’d use] mouth open. If it's 
not too noisy, then [I’d use] 
verbal.” (P6) 

“If you can't open your mouth 
you can't eat. So [mouth 
open] is for everyone.” (P3) 

“...turning them 
[initiation mechanisms] 
off can help eliminate 
accidental triggers of 

the robot....” (CR)

“...I just feel weird 
sitting there with 

my mouth 
open....” (P9)

“..Restaurants, they're 
condensed spaces, 
and the wheelchair 
takes up so much 

space. Am I going to 
move my chair, tilt 
back a tiny bit, and 

crash into the 
waitress or waiter...” 

(CR)

“...[verbal command] 
would be the 

most difficult, it might 
break up the flow of 

conversation ...” 
(P2)

SUBTLETY 
The robot should 
be discrete and 
unnoticeable.  

MINIMALISM 
The robot should  
be compact and 
part of the user’s 
assistive tech 
ecosystem. 

RELIABILITY 
The robot should 
be consistent and 
error-free.  

INTEGRATION 
The robot should 
integrate meal 
tasks beyond 
feeding. 

“...I prefer the 
button because, 

with the open 
mouth, I am 

assuming they are 
using sensors. I 
don't trust that, 

they tend to fail 
more often than 

not....” (P4)

“...Is there a way to 
combine [verbal and 
mouth open]? If it is 
noisy, then the user 

can just open the 
mouth...” (P6)

“...I haven't a problem 
having my wife cut up 
my food and I say 'give 
me a bite' and the robot 

picks up whatever is 
available...” (P8)

A. 

D.  E.  F.  G. 

H. 

I. 

J. K. L. M. N. O. 

P. 
INTERACTIVITY 
The robot should 
be able to interact 
with others. 

CONTROL 
The robot should 
defer high-level 
decision making to 
the user. 

“...Microswitch 
is hardwired, 

there are less 
things to go 

wrong with it...” 
(P7)

“...I can't turn 
my head, so I'd 
need the food to 
come from the 
front...” (P8)

INCLUSIVITY 
The robot should 
accommodate a 
user’s 
impairments. 

“In a perfect world, I'd be able 
to choose how much food it 
gives to me [in a bite]. 
Choking is a huge hazard.” 
(P8) 

“Every person is different. 
The way we sit, the way we 
eat, we have our own 
positions and height. This 
robot, they'd have to 
customize it.” (P3) 

CUSTOMIZATION 
The robot should 
be adaptable to 
contexts and user 
needs. 

B.  C. 

Figure 6: Design principles for robot-assisted feeding. 

case of robot errors (Fig 6N). Further, they wanted to be in control 
of the robot; most participants reacted negatively to the proposal 
of a robot automatically deciding when to initiate a bite (Fig 6E) or 
what food item they should eat (Fig 6F). 

Finally, participants wanted a robot that interacts with social 
partners and integrates with other meal components, e.g., using 
the robot to feed others (Fig 6I, 6J), move plates between courses 
(Fig 6L), wipe their face (Fig 6K), or team up with caregivers to 
achieve tasks it cannot do by itself. 

Participants difered in how much, and in what realm, they pri-
oritized each principle. For example, consider control. Some par-
ticipants wanted to control the robot’s pace of feeding (Fig 5L), 
while others were “willing to let the robot decide pace...because it’s 
a thing I already deal with with caregivers” (CR). Or consider re-
liability. For some participants, unreliability in bite size would 
render the robot unusable because “I can only open my mouth so 
far because of atrophy” (P8). For others, the behavior that needed 
to be reliable was face detection because “I have limited movement, 
so if it doesn’t detect my open mouth that would be the most frus-
trating” (P2). This diversity of user preferences is a reminder that 
design principles are only guides and cannot replace user studies 
for in-depth identifcation of specifc users’ priorities. 

We recommend that researchers use these principles when mak-
ing design decisions about robot-assisted feeding. For example, 
when designing the robot behavior of passing food, the principles 
of control might lead a researcher to not have the robot directly 
indulge a request from someone else, but rather wait for the user 
to instruct it to pass food. When designing the before-bite resting 
pose, the principle of subtlety might lead a researcher to have the 
arm rest on the side, not the front, of the user’s face. However, if 
approaching from the side reduces the accuracy of face detection 
and impacts the robot’s reliability, then design principles confict 
and should be resolved via a user study. 

8 IMPLEMENTATION GUIDE 
Integrating the preceding fndings, we present a guide for imple-
menting robot-assisted social dining. This guide, Fig 7, is intended 
to help researchers identify and prioritize technical features to work 
on when developing a robot-assisted feeding system. 

To develop this guide, two researchers with experience develop-
ing robot-assisted feeding systems analyzed all user quotes related 
to (un)desirable robot behaviors. For each quote, they identifed 
the technical features that would be needed to implement that 
behavior and grouped similar features together. For example, partici-
pants’ desired robot behavior when transferring food to their mouth 
contains multiple underlying technical features: “unobtrusive bite 
transfer” (Fig 6O) and “social obstruction avoidance” (Fig 6G). 

The researchers then labeled each feature with a technical com-
plexity (y-axis, Fig 7) of high, medium, or low. ‘High’ was assigned 
to features that require novel research to implement; ‘medium’ to 
features in prior work that require adaptation to implement; and 
‘low’ to features implementable with out-of-the-box code. For exam-
ple, “open mouth bite initiation” was assigned medium since it can 
use out-of-the-box face detection but requires camera calibration 
and accounting for obstructions (e.g., utensils blocking the mouth). 

The researchers then analyzed the quotes associated with each 
feature and assigned the feature a user-expressed priority of 
high, medium, low, or undesirable (x-axis, Fig 7). For example, the 
feature “open mouth bite initiation” was given a priority of medium 
because some participants liked it but others had concerns about it 
failing or being socially awkward to use. 

There are several ways to use this guide. A PhD student looking 
for a dissertation topic might focus on multiple features in the same 
group. A frst-time researcher might focus on a feature with low 
complexity. A startup developing a minimum viable product might 
focus on features with high priority. In general, this guide serves 
to facilitate future work in robot-assisted feeding. 
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5. Bite Acquisition. 
How can the robot acquire all the types and 
sizes of food desired by the user?  Button-based 

bite selection (6) 

Auto-repeat bite 
selection (6) 

Undesirable 

Invariance to 
wheelchair 
position (5) 

Automatic 
bite 

selection (6) 

Diverse and 
size-agnostic bite 

acquisition (5) User-specified 
bite size (5) 

Cutting 
food (5) 

App-based  bite 
initiation (1) 

Voice-based bite 
initiation (1)  Open mouth 

based bite 
initiation (1) 

Automatic 
bite 

initiation (1) 

Spill-free bite 
transfer (2) 

Custom 
approach 
speed (2) 

User-controlled 
approach (2) 

User-customizable 
between-bites pose (2) 

Emergency 
stop (4) 

Automatic 
speech-based 
cancellation (4) 

Complete meal 
prep (7) Napkin 

cleaning (7) 

Moving or 
passing 

objects (3,7) 

6. Bite Selection. 
How can the robot enable users to specify what 
type of food they want? 

1. Bite Initiation. 
How can the robot enable users to initiate a bite 
in any social context? 

2. Bite Transfer. 
How can the robot move food to the user’s 
mouth while avoiding negative social impacts?  

4. Safety. 
How can the robot ensure the user’s safety? 

3. Interactivity. 
How can the robot facilitate the user’s desired 
interactions with others? 

7. Other Meal Components. 
How can the robot support users in aspects of 
the meal beyond feeding? 

Invariance to 
user position (2) 

Social 
obstruction 

avoidance (2,4) 

Eye gaze based  bite 
initiation (1) 

Stowing the 
arm (7) 

Holding a 
drink (7) 

Button-based 
bite initiation (1) 

Low  Medium  High 

Lo
w

 
M

ed
iu

m
 

H
ig

h 

User-Expressed Priority 

Te
ch

ni
ca

l C
om

pl
ex

it
y 

Customizable 
bite initiation 
modalities (1) 

Unobtrusive 
bite transfer (2) 

Feeding 
others (3) 

Impairment- 
accommodating  

mouth (2) 

Automatic 
preemptive 

stop (4) 

App-based bite 
selection (6) 

Cancel 
approach on 
request (4) 

Preemptive bite 
selection (6) 

See Supplementary Materials for details on all features. 

Figure 7: This implementation guide contains features users discussed, organized by user priority and technical complexity. 
Highlighted features are mentioned in the main paper; those in grey appear in Supplementary Materials (Sec 11). 

9 REFLECTIONS ON COMMUNITY-BASED 
PARTICIPATORY RESEARCH (CBPR) 

This was our frst time working on a team with community and 
academic researchers. We present refections on benefts of and best 
practices for CBPR, to facilitate the use of CBPR in HRI research. 

Shared Experiences. During interviews, the community re-
searcher and participants discussed shared experiences living with 
motor impairments, which the academic researchers did not have. 
These moments of empathetic support created trust that enabled 
deeper insights from the conversation, which would have been 
impossible without the community researcher. 

Building Community. During interviews, participants some-
times raised challenges they faced with assistive technologies, and 
the community researcher ofered advice. This occasionally ex-
tended further, with the community researcher sharing resources 
and meeting participants post-interviews to ofer further support. 

Demystifying Research. Research can be confusing for new-
comers. For example, there are methods for asking questions with-
out biasing participants, procedures for running studies, and terms 
like “semi-structured interview” that can be obscure. Thus, we in-
tegrated explanations of the research processes throughout our 
collaboration. Having common terminology and expectations en-
abled the community researcher to make informed decisions when 
co-creating timelines, protocols, and action items. 

Accessible Collaboration. One topic we frequently discussed 
was how to collaborate accessibly. This included holding all meet-
ings virtually, at a time that accommodated the community re-
searcher’s disability-related needs, and having preparatory meet-
ings before design interviews. Holding weekly team meetings was 
also essential to counteract the knowledge imbalance between the 
academic team (more familiar with research) and the community 
researcher (more familiar with living with motor impairments). 

Research Time. Throughout our collaboration, the community 
researcher and participants experienced challenges such as illness, 
insurance challenges, and technical problems. At those times, the 

academic team also paused, progressing only when the full team 
reunited (see Fig 2 for canceled interviews). Where possible, they 
provided support, such as by connecting the community researcher 
with a resource to appeal denied health insurance coverage. Accom-
modating delays and supporting the community researcher beyond 
the project are crucial to an equitable and sustainable partnership. 

10 LIMITATIONS AND FUTURE WORK 
Our sample does not represent all stakeholders in a few dimensions: 
(a) only 2/10 participants were women; (b) we did not interview 
caregivers or social dining partners who indirectly use the system; 
(c) and all participants had permanent impairments (as opposed to 
temporary, e.g., a broken arm). Future work involves diversifying 
participants, particularly including informal caregivers to under-
stand how they think a robot might alter social dining dynamics. 

Participant preferences were derived from discussing speculative 
videos. However, interacting with a physical robot involves nuances 
that cannot be captured in videos. An important future step is to 
implement the features in Fig 7 and have a long-term deployment. 
Participants may then evaluate the features in social settings and 
provide further insights into future directions for development. 

Yet another interesting direction is investigating features that 
can facilitate the caregiver-robot teaming discussed in Sec 6.2.1. 

11 SUPPLEMENTARY MATERIALS 
Supplementary materials are hosted on the Open Science Foun-
dation at [10]. They include the study protocol, codebook, tagged 
quotes, details on Fig 7 features, attribution for icons, and more. 
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